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data represent the observed values for a particular transition, as indicated 
in the notes at the far right.  Note that the truncated normal distribution is 
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